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ABSTRACT
Medical systematic review query formulation is a highly complex
task done by trained information specialists. Complexity comes
from the reliance on lengthy Boolean queries, which express a
detailed research question. To aid query formulation, information
specialists use a set of exemplar documents, called ‘seed studies’,
prior to query formulation. Seed studies help verify the effectiveness
of a query prior to the full assessment of retrieved studies. Beyond
this use of seeds, specific IR methods can exploit seed studies for
guiding both automatic query formulation and new retrieval models.
One major limitation of work to date is that these methods exploit
‘pseudo seed studies’ through retrospective use of included studies
(i.e., relevance assessments). However, we show pseudo seed studies
are not representative of real seed studies used by information
specialists. Hence, we provide a test collection with real world seed
studies used to assist with the formulation of queries. To support
our collection, we provide an analysis, previously not possible, on
how seed studies impact retrieval and perform several experiments
using seed study based methods to compare the effectiveness of
using seed studies versus pseudo seed studies. We make our test
collection and the results of all of our experiments and analysis
available at http://github.com/ielab/sysrev-seed-collection.
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• Information systems→Test collections; Retrieval effectiveness;
Retrieval models and ranking; Expert search.
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1 INTRODUCTION
Systematic reviews are comprehensive reviews about a particu-
lar body of literature. Systematic reviews are used extensively in
medicine for various reasons: by clinicians to make health deci-
sions and by governmental and institutional policy and practice
decisions about health topics. To ensure comprehensiveness, cre-
ators of systematic reviews employ a standardised approach to
searching for literature in the form of Boolean queries. However,
creating Boolean queries is often so complex that the authors of sys-
tematic reviews often engage with information specialists: highly
specialised librarians skilled in searching for medical literature for
systematic reviews. The Boolean query could be considered one
of the most important aspects of a systematic review: it not only
controls how many potentially relevant studies are retrieved but,
perhaps more importantly, the total number of studies to screen. In
other words, because systematic reviews aim to be comprehensive,
the researchers will screen (i.e., assess for relevance to be included
in the final systematic review) every study retrieved by the Boolean
query. To ensure that no relevant studies are left out in the screen-
ing phase and to account for assessor biases, it is common for at
least two assessors to screen studies. Naturally, since there may be
thousands, if not tens of thousands of studies to screen, and since
the screening process is duplicated by independent assessors, the
Boolean query must be as effective as possible.

One technique that information specialists may use to assist in
creating effective queries is to use ‘seed studies’: exemplar doc-
uments known to the information specialists a priori and often
provided by the researchers of the systematic review. Information
specialists use seed studies in various ways: identifying potential
terms or phrases to use in the Boolean query; validating their search
by analysing the precision and recall of their search against seed
studies. Although, as we will demonstrate in the following sections,
seed studies may not be a good indicator for query effectiveness.
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The techniques that information specialists use to design and
validate their search using seed studies have not gone unnoticed
by the Information Retrieval community. There have been several
studies that have exploited seed studies for automatic query for-
mulation [35] and screening prioritisation (i.e., ranking the set of
retrieved studies) [23, 42]. However, one major limitation of these
previous studies is that the collections that they used did not con-
tain any seed studies. Instead, a small portion of the final relevant
studies were held out as a set of ‘pseudo seed studies’. Given that
these works use studies that are known to be relevant and included
in a systematic review, we believe that the effectiveness of these
methods is overestimated. However, methods that use pseudo seed
studies are relying of documents that are known to be relevant
and included in a systematic review; we posit and show that the
effectiveness is thus overestimated. To address this issue, this re-
source paper presents a new Information Retrieval test collection
for systematic review literature search; our novel contribution is
that our collection includes real seed studies for each systematic
review topic.

Our test collection enables the development of new Information
Retrieval methods for systematic review literature search that de-
pend on or utilise seed studies. To this end, we also investigate
the impact of seed studies versus pseudo seed studies by reproduc-
ing two prominent methods from the literature (automatic query
formulation and seed-driven document ranking). In addition, we
demonstrate a new technique that can use seed studies which is
often actually utilised when constructing a systematic review but
overlooked in Information Retrieval methods: snowballing (oth-
erwise known as citation chasing). This method is discussed in
more detail in the sections that follow. We make our test collection
and the results of all of our experiments and analysis available at
github.com/ielab/sysrev-seed-collection.
2 BACKGROUND & RELATEDWORK
2.1 Systematic Review Creation
Creating a systematic review is a highly time-consuming, costly
and complex task, which involves numerous stages [4]. Information
Retrieval methods have been investigated in an attempt to support
and accelerate the creation of systematic reviews, especially for
the tasks of query formulation [3, 33, 35–37, 39, 41] and screening
prioritisation [11, 12, 23, 24, 30, 34, 40, 42, 44].

One of the initial stages in the systematic review process is
searching and screening medical literature. This stage contributes
the most to the costs of a systematic review [26], and it is at this
stage that our collection is intended to be used. Figure 1 provides
a high-level overview of the early stages of the systematic review
process, and the possible uses cases or tasks that our collection
enables. The figure shows that information specialists first use seed
studies to create a Boolean query. The most common use for seed
studies is identifying and extracting terms that are topically related
to the systematic review. The Boolean query is then executed to
retrieve a set of studies for manually screening by the researchers of
the systematic review. In reality, there are two phases of screening:
one at the abstract level, which we have described here; and one at
the full text level, where the full-text of the abstract level studies are
assessed for inclusion in the systematic review. In our collection,
the data that we were provided did not contain the abstract level

relevance information of studies, nor the studies that were marked
as not-relevant at an abstract level and full text level. Wewill discuss
the implications of this in more detail in the sections that follow.
The stages that follow in the systematic review creation process
(e.g., data extraction or study synthesis) are not relevant to this
collection, but are impacted by the methods that are created using
our methods. For example, one of the use-cases of our collection,
screening prioritisation (i.e., ranking studies), can be used to begin
the following stages earlier.
2.2 Seed Studies
Seed studies are used extensively by information specialists for
query formulation and validation in systematic review literature
search [6, 15]. The use of seed studies is somewhat related to various
explicit relevance feedback mechanisms, e.g. Rocchio [31]. In the
Information Retrieval domain, explicit relevance feedback has been
used in applications such as query expansion [8, 20, 22], active
learning [28], and user modelling [16].

Active learning using explicit relevance feedback has been ex-
tensively studied in the area of technology assisted reviews [1, 9–
11, 21, 23, 43, 44]: a catch-all phrase for high-recall tasks such as
systematic review literature search, legal search, patent search,
among others. The difference between explicit relevance feedback
and seed studies is subtle but important. Seed studies cannot be con-
sidered relevant because they (1) have not necessarily been assessed
as such when provided to an information specialist; and (2) may not
be studies suitable for a systematic review (i.e., systematic review
typically synthesise the results of several randomised controlled
trials).1 Therefore, although seed studies may be used in the place
of explicit relevance feedback documents for certain applications
such as query expansion, they should not be considered of equal
weight in terms of relevance to a systematic review.
2.3 IR Systematic Review Collections
There are several test collections for research in systematic review
literature search. These include i) the CLEF Technology Assisted
Review collections [17–19]; ii) a similar test collection from Scells
et al. [38]; iii) a test collection about systematic review updates [2];
and iv) collections for tasks such as data extraction and summarisa-
tion [27]. However, as we have raised earlier, none of these collec-
tions contain seed studies. This means that the true effectiveness is
unknown of any existing methods that claim to use seed studies.
Our collection enables the proper evaluation of existing and future
methods that use seed studies.
2.4 Snowballing
In order to maximise comprehensiveness, one additional step in
the systematic review creation process that is currently unexplored
by current Information Retrieval methods is that of snowballing or
citation chasing [5]. Snowballing identifies new studies to screen
from the references or citations of other relevant studies. Snow-
balling is often performed ‘backwards’ and ‘forwards’ over the
references to identify all studies that cite a given study and all
studies cited by a given study. Although commonly performed in
practise, there are very few studies in the literature that explore
the topic of snowballing [29]. Nevertheless, snowballing has been

1Randomised controlled trials with many patients are considered a higher form of
evidence compared to studies like case reports which may pertain to a single patient.
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Figure 1: High-level overview of the systematic review creation processes that are relevant to our collection, and several
use cases of our collection for automating these processes. Also shown are the three use-cases we will demonstrate for our
collection: 1 query formulation, 2 screening prioritisation, and 3 ranking with snowballing.

shown to contribute 51% of the included studies for a systematic
review [13]. The reason we investigate snowballing is to provide
a more complete set of relevance assessments. Our preliminary
experiments showed that not all included studies were retrieved
by the Boolean query. We obtained total recall for many of our
topics only when snowballing. Therefore, we perform snowballing
to collect a more realistic set of studies that would be screened by
researchers of a systematic review.

3 COLLECTION DETAILS
3.1 Topic Attributes
The basis of our collection comes from our co-author at the Bond In-
stitute for Evidence-Based Healthcare, who is a senior information
specialist. Each topic is a systematic reviews created using Boolean
queries developed by our co-author over the past five years. We
were provided unstructured data that we organised into 40 topics.

Each topic in our collection has several attributes, as shown in
Table 1. Firstly, we assign a unique ID to each systematic review in
our collection. As our collection contains completed and published
systematic reviews, we also include the title and the URL of the
published review. We also include a short description of the search
provided by our information specialist co-author.

Apart from these metadata attributes, each topic also contains
information about the query. Specifically, the PubMed Boolean
query, the date restrictions applied to the search (i.e., used to restrict
which studies are retrieved based on the publication date), and the

Name Description

ID Unique ID of a topic.
Link to Review Link (URL) to the published review.
Title Title of the systematic review.
Description Topical summary of the search.
Date restrictions Date restriction used to retrieve studies.
PubMed query PubMed query used to retrieve studies.
Seed studies PMIDs of seed studies.
Included studies PMIDs of included studies.
Retrieved studies PMIDs of studies retrieved by the query.
Snowballed studies PMIDs of snowballed studies.

Table 1: Attributes of each topic in our collection. PMID refers
to ‘PubMed identifier’, and is used to uniquely refer to a study
or document in the PubMed database.

seed studies used to assist in the development of the query. Note that
it is common to use multiple search queries across several medical
literature databases to maximise recall. However, most of these
databases require a monetary subscription to access. Therefore, we
choose to only include the PubMed query in our collection. This is
a limitation of all collections listed in Section 2.3, including ours.

The next set of attributes corresponds to the relevance assess-
ments. The included studies represent studies that are relevant at
the full-text level. This means that these studies were assessed as
sufficient to be included in the final review. As such, it should be
noted that evaluation of an Information Retrieval system using
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our collection is more ‘strict’ (i.e., it is naturally more challenging
to identify those studies that will be included in the final system-
atic review than those that are potentially relevant at an abstract
level). Additionally, we provide the set of retrieved studies that
were retrieved by the Boolean query.

The final attribute of each topic corresponds to snowballed stud-
ies. We include two sets of snowballed studies for each topic: one
corresponding to snowballing the seed studies and another corre-
sponding to snowballing the retrieved included studies. The second
set of snowballed studies corresponds to simulating the process
researchers of a systematic would do in order to identify additional
relevant studies after assessing the set of retrieved studies. Note that
this is an overlooked process in Information Retrieval methods in
this space. We take this opportunity to do an initial investigation of
the impact snowballing has on retrieval effectiveness and integrate
the comparison of snowballing seed studies into the investigation.

3.2 Data Processing
Several attributes of topics required data processing beyond extrac-
tion. Specifically, the included studies, the retrieved studies, and
the snowballed studies required additional processing to generate.

3.2.1 Included studies. The raw data that we were provided did
not include any relevance assessment information. As such, we
were required to create the relevance assessments for each topic.
To do this we manually extracted the list of included studies that
were used in the analysis of the systematic review. Note that this
was not as simple as scraping the references of a systematic review,
but involved manually matching the citations used in the analysis
to references of published studies. Sometimes an included study is
not available in PubMed. Here, we do not include these studies in
our relevance assessments as we assume it is not retrievable.

3.2.2 Retrieved studies. The raw data that we were provided also
did not include the studies that were retrieved by the Boolean
query. As such, we reproduced the search for all topics to obtain
a set of retrieved studies. We automated this step by using the
Entrez API [25]. The date restrictions were applied to each Boolean
query, therefore others should be capable of reproducing the set of
retrieved documents for each topic if necessary.

3.2.3 Snowballed studies. Rather than manually snowballing stud-
ies, we use two tools: Citationchaser [14] and SpiderCite [7]. We
first use CitationChaser to format a list of studies into the specific
format required by SpiderCite.2 Using SpiderCite, we obtain the
list of cited and citing studies given the input set. Each study in
SpiderCite has a DOI that we use to retrieve the study from PubMed.

3.3 Collection Statistics & Analysis
3.3.1 Seed and included studies analysis. On average, 15 seed stud-
ies are used for query construction, with a median number of 12.
The average number of included studies per systematic review is 29,
with a median number of 11.5. When comparing the overlap of seed
studies and included studies, we found that, on average, only 36.3%
of seed studies are contained in the included studies, and make up
26.1% of all included studies. This finding suggests that even though
2The format is RIS; a standardised tag format that enables citation programs to ex-
change data, and the only format SpiderCite supports as input.

seed studies are helpful for Boolean query construction, most are
disregarded after the query construction phase. This demonstrates
that treating included studies as pseudo seed studies as in prior
work [23, 35] may lead to inaccurate results.

3.3.2 Searching analysis. When using the Boolean queries and
date restrictions to retrieve studies, the mean number of retrieved
documents per query is approximately 1,326, with median 709.
Across several topics, we also found that not all included studies
could be found in the retrieved studies. We found that only 75.5% of
all included studies across all topics can be found inside the retrieved
studies. There are two possible reasons why some included studies
can not be found in candidate documents. The first is that some
included studiesmay have been identified through snowballing. The
second is that some studies may have been identified by searching
in a database other than PubMed (although such studies may still
exist in PubMed).

However, topic #18 does not contain any included studies in
the retrieved studies. This particular systematic review only has
a single included study. For topic #18, the reason that only one
study is included is because many studies screened as relevant at
the abstract level encountered a high risk of bias in the full-text.

3.3.3 Snowballing analysis. Our collection includes two snow-
balled sets of studies for each topic. The first set corresponds to
snowballed seed studies (seed-snowballing) and the other cor-
responds to simulated snowballing of the included studies in the
retrieved set (screened-snowballing).

For the seed-snowballing set, we find that 35 topics retrieved
at least one included study. The topics that did not retrieve any
included studies using this snowballing technique were 46, 52, 53,
66, and 96. The average number of documents snowballed per query
is 1142, generally smaller than that retrieved from the searched
documents list, as the number of seed studies used are smaller.

For the screened-snowballing set, only 34 topics retrieve at least
one additional included study. The six topics that did not retrieve
any additional included studies already contained all included stud-
ies prior to snowballing. These topics were 7, 10, 17, 39, 64, and 66.
These topics represent an interesting research problem: applying
snowballing to these topics would have resulted in wasted time
and effort by the researchers of the systematic review. We leave
investigations into determining whether or not to apply snow-
balling for future work. After removing already screened studies,
the screened-snowballing sets contain, on average, 1000 studies.

3.3.4 Effectiveness comparison of retrieval methods. Finally, we aim
to investigate the effectiveness of different search methods when
used alone and when combined. The results of this analysis are
presented in Figure 2. These plots show that using the seed studies
alone (i.e., no searching and no snowballing) achieves the lowest
recall but the highest precision. Snowballing the seed studies does
increase recall but dramatically lowers precision.

Many topics retrieve almost all included studies with the Boolean
query. Yet, combining the retrieved studies with other methods
further improves recall while lowering precision. Combining both
snowballing methods with the retrieved studies obtains the highest
recall and lowest precision. However, total recall is still not achieved.
Thus, we analysed the recall for different queries in Figure 3.
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Figure 2: Recall and precision box plots of included studies for different retrieval methods. The methods listed include seed
studies (seed), the Boolean query results (retrieved set), the two snowballing sets (seed-snowballed, i.e., snowballing applied to
seed studies; and screened-snowballed, i.e., snowballing applied to retrieved included studies). These sets of studies are also
combined in numerous ways, as indicated by ‘+’.
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Figure 3: Recall distribution of all of the topics given the
combined set of studies that includes retrieved studies, the
seed-snowballing set, and the screened-snowballing set.

We found that for some topics, the recall is unusually low. We
investigated these topics and found that these systematic reviews
used several medical literature databases other than PubMed to
retrieve studies. This results in the inclusion of studies that exist in
the PubMed database, but are not retrieved by the PubMed query.
We also randomly chose some topics reaching total recall and found
that even though some of them still use a combination of multiple
medical literature databases, they all used PubMed as one of the
search sources. Thus, it is possible to create a more effective query
for these topics. We leave such a problem for future work.

4 QUERY FORMULATION
We begin our demonstration of the use-cases of our collection with
a reproduction of two automatic query formulation methods that
use seed studies, see 1 in Figure 1. We use the implementations
of Scells et al. [35]. We compare both automatic query formulation
methods when using seed studies and pseudo seed studies.

4.1 Methods & Experimental Settings
The query formulation experiments are based on two existing meth-
ods from the literature [36, 37]. These methods are fully automated
adaptations of manual or semi-automated procedures that infor-
mation specialists use in practice. The first is called the conceptual
method and is what the majority of information specialists use
to formulate queries [6]. The automated conceptual method [36]
takes as input a preliminary string for identifying salient terms
(we use the title of the systematic review). The seed studies are
then used to optimise the coverage of different combinations of
terms expanded from those in the title. The second is called the
objective method and is a more recent procedure that takes a sta-
tistical approach to query formulation [15]. At a high level, the
automated objective method [37] first identifies and ranks salient
terms from seed studies using term frequency statistics of the seed
studies and a background collection. Next, terms are filtered and
added to Boolean clauses by tuning these statistics to a held-out
portion of seed studies. Given that the objective method relies on a
held-out portion and the conceptual does not, we run both methods
for three iterations using different arrangements of seed studies so
that both methods use the same set of seed studies each iteration.
We run these three iterations twice: once for the real seed studies
and once for the pseudo seed studies.

One other aspect of the automatic versions of the two query
formulation methods is the notion of an instantiation. In other
words, the inclusion or exclusion of different aspects of Boolean
queries (e.g., including or excluding MeSH, or including or exclud-
ing phrases). To this end, we perform experiments for only the
most effective instantiation of each method (Conceptual/Phrase,
and Objective/Phrase/Recall/MeSH). We refer the reader to the orig-
inal study [37] for a comprehensive description of all experimental
settings and implementation details that we have used.)

4.2 Results & Analysis
The results of our automatic query formulation reproduction study
using our collection are presented in Table 2. We report precision,
recall, and average number of studies retrieved.
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Method Precision Recall Avg.
Retrieved

Original queries 0.01748 0.73659 1,326

O
bj
ec
tiv

e

Pseudo 0.00005 0.23457 746,193
Seed 0.00024 0.31659 806,760

Pseudo (oracle precision) 0.00015 0.22151 346,023
Seed (oracle precision) 0.00573 0.34188 779,851

Pseudo (oracle recall) 0.00014 0.50142 1,550,669
Seed (oracle recall) 0.00572 0.51923 1,209,792

Co
nc
ep
tu
al

Pseudo 0.00664 0.27273 433,113
Seed 0.00093 0.26781 362,968

Pseudo (oracle precision) 0.00682 0.20940 30,961
Seed (oracle precision) 0.00203 0.29202 360,549

Pseudo (oracle recall) 0.00657 0.37334 667,398
Seed (oracle recall) 0.00183 0.41382 848,223

Table 2: Effectiveness of queries formulated using pseudo
seed studies (Pseudo) and seed studies (Seed). Also included
are retrieval results of the queries for each topic (Original
queries). Oracle experiments and the evaluation measures
optimised can be seen in brackets.

4.2.1 Comparison of seed studies and pseudo seed studies. We first
investigate the differences between using seed studies and pseudo
seed studies for the objective method. Using real seed studies to
formulate queries is more effective (precision and recall) than using
pseudo seed studies for the objective method. One possible reason
seed studies make better queries is that the pseudo seed studies
may have been identified through snowballing (and therefore never
originally retrieved by terms that exist in the Boolean query).

For the conceptual method, the result indicate that seed studies
produce less effective queries than pseudo seed studies. We observe
a noticeable decrease in precision and small decrease in recall be-
tween the seed studies and pseudo seed studies. However, while all
queries using the objective method retrieve at least one study across
all three iterations, queries from 17 topics constructed using the
conceptual method do not retrieve any studies whatsoever. These
results suggest that the automatic conceptual method generally pro-
duces less effective queries then the objective method (regardless
of the use of seed or pseudo seed studies).

4.2.2 Comparison of oracle-setting based results. Given the possible
issues with query formulation, and that certain (pseudo) seed stud-
ies may impact the effectiveness of resulting queries, we also inves-
tigate an oracle approach to identifying the most effective queries
across the three iterations. The oracle process can be thought of as
simulating the selection of an effective query by choosing from a
list of three possible candidate queries.

When using the oracle query, the results show a similar trend
as the results obtained from the objective method above: queries
constructed using seed studies achieve a higher precision and recall
than pseudo seed studies. The conceptual method shows that even
though using seed studies still results in a lower precision, the

recall is higher than when pseudo seed studies are used. Again, as
17 topics across all three iterations do not retrieve any studies; this
outcome may be biased to those topics that retrieved more than
one study.

4.2.3 Comparison to original queries. Finally, we compare the re-
sults of the two automatic query formulation methods to the re-
trieval results of the queries for each topic in our collection. The
original queries are highly effective, achieving dramatically higher
precision and recall results. The average number of studies retrieved
is also considerably lower than the automatic methods. We leave
the development of more effective queries for systematic review
literature search for future work.

4.3 Overall Findings
From the automatic query formulation experiments, we found that:

• For the objective method, higher effectiveness can be achieved
when queries are constructed using seed studies. In fact, pseudo
seed studies are detrimental to the query formulation procedure.

• For the conceptual method, queries may require manual modifi-
cation to prevent biased results. We encountered similar results
to Scells et al. [35] where several topics retrieved no studies. We
leave further investixgations for future work.

5 SCREENING PRIORITISATION
We continue with another possible use-cases for this collection with
a reproduction of a method that uses seed studies for screening
prioritisation (i.e., ranking the set of retrieved studies), see 2 in
Figure 1. The techniques was originally proposed by Lee and Sun
[23] and we use the reproduced implementation provided by Wang
et al. [42]. We investigate the effectiveness of seed-driven document
ranking (SDR) methods, again comparing seed studies with pseudo
seed studies. Note that as per previous studies, SDR refers to the
specific process of screening prioritisation and a method of screen-
ing prioritisation called the SDR method. We make this distinction
clear by referring to ‘SDR’ as the task and the ‘SDR method’ as the
ranking function.

5.1 Methods & Experimental Setup
The SDR method proposed by Lee and Sun [23] is based on the
observation that terms in relevant documents are more similar than
terms of irrelevant documents. Thus, a ranking model is devised
based on this observation which weights each term in the docu-
ment based on the inter-study similarity. In the SDR method, a
study’s relevance score is calculated by the sum of pre-computed
term weighting multiplied by the likelihood of the term to appear
(calculated using the query likelihood model — QLM). In previous
research, two study representation models have been explored:

Bag of words where all terms in a study are used.
Bag of clinical words where clinical terms in a study are used.

Bag of words representations are more effective than the bag of
clinical words representation [42]. Therefore, we adopt the bag of
words representation (as indicated by BOW) here. Adding to this
we investigate a new aspect of SDR: seed studies versus pseudo
seed studies.
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Method MAP P@10 P@100 P@1000 R@10 R@100 R@1000 nDCG@10 nDCG@100 nDCG@1000 LR%

Si
ng

le
Ps
eu
do

BM25-BOW 0.1214† 0.1539† 0.0696† 0.0156 0.1226† 0.4049† 0.6855† 0.1846† 0.2760† 0.3764† 0.6915†
QLM-BOW 0.1671 0.2190 0.0829 0.0168 0.1646 0.4572 0.7059 0.2636 0.3377 0.4291 0.5966
SDR-BOW 0.1661 0.2165 0.0833 0.0168 0.1632 0.4638 0.7055 0.2599 0.3386 0.4286 0.6117
AES-BOW 0.1501 0.1932 0.0807 0.0169 0.1361 0.4349 0.7022 0.2345 0.3141 0.4110 0.6365
AES-BOW-P 0.1527 0.1965 0.0831 0.0170 0.1361 0.4455 0.7049 0.2349 0.3184 0.4134 0.6017
SDR-BOW-AES 0.1698 0.2185 0.0864 0.0172 0.1573 0.4710 0.7060 0.2615 0.3437 0.4328 0.6007
SDR-BOW-AES-P 0.1709 0.2165 0.0877 0.0172 0.1531 0.4726 0.7114 0.2596 0.3446 0.4337 0.5820

M
ul
tip

le
Ps
eu
do

BM25-BOW 0.2045† 0.2253† 0.0712† 0.0154 0.1888† 0.4281† 0.6792 0.3145† 0.3817† 0.4758† 0.7073†
QLM-BOW 0.3429 0.4629 0.1222 0.0190 0.2767 0.5531 0.7251 0.5934 0.5520 0.6174 0.5255
SDR-BOW 0.3457 0.4726 0.1231 0.0189 0.2798 0.5630 0.7226 0.6027 0.5574 0.6196 0.5483
AES-BOW 0.2731† 0.3415† 0.1059† 0.0183 0.2228† 0.5041† 0.7147 0.4466† 0.4727† 0.5529† 0.6156†
AES-BOW-P 0.2810† 0.3488† 0.1094† 0.0185 0.2260† 0.5202† 0.7179 0.4546† 0.4834† 0.5598† 0.5743
SDR-BOW-AES 0.3374 0.4464† 0.1201 0.0189 0.2666 0.5517 0.7211 0.5791† 0.5465† 0.6131 0.5672
SDR-BOW-AES-P 0.3344 0.4341† 0.1200 0.0189 0.2634 0.5538 0.7235 0.5662† 0.5439 0.6103 0.5426

Se
ed

St
ud

ie
s

BM25-BOW 0.1153† 0.1300† 0.0595† 0.0151 0.1067† 0.3404† 0.6333† 0.1516† 0.2375† 0.3439† 0.7591†
QLM-BOW 0.2294 0.2850 0.0932 0.0169 0.2016 0.4614 0.6706 0.3370 0.3867 0.4655 0.5749
SDR-BOW 0.2289 0.2800 0.0945 0.0169 0.2028 0.4695 0.6712 0.3253 0.3860 0.4619 0.6012
AES-BOW 0.1784† 0.2250 0.0830† 0.0169 0.1644 0.4243 0.6657 0.2570 0.3276† 0.4184† 0.6390
AES-BOW-P 0.1835† 0.2275 0.0860 0.0169 0.1614 0.4354 0.6667 0.2656 0.3381† 0.4248† 0.6008
SDR-BOW-AES 0.2201 0.2650 0.0927 0.0171 0.1976 0.4615 0.6724 0.3151 0.3790 0.4581 0.5979
SDR-BOW-AES-P 0.2198 0.2600 0.0912 0.0169 0.1972 0.4484 0.6680 0.3122 0.3732 0.4549 0.5750

Table 3: Results of baselines and SDR methods on our collection in three experimental settings: single pseudo seed studies,
multiple pseudo seed studies, and seed studies. In the header, P refers to ‘precision’ and R refers to ‘recall’. For AES methods,
word2vec PubMed embeddings are denoted by ‘-P’. AES methods that do not have this demarcation correspond to word2vec
embeddings, including PubMed and Wikipedia. Statistical significance (Student’s two-tailed paired t-test with Bonferonni
correction, 𝑝 < 0.05) between SDR method and all other methods is indicated by †.

5.1.1 Single pseudo seed study. Firstly, we assume a single included
study as an available seed study for each systematic review topic,
as per Lee and Sun [23]. As there are multiple included studies
corresponding to every systematic review topic, the overall effec-
tiveness of retrieval methods on each topic is calculated using the
average effectiveness of utilising every included study. Using this
leave-one-out cross-validation strategy, the results gathered tend
to be more reliable and unbiased across all included studies in a
systematic review topic [32].3

5.1.2 Multiple pseudo seed studies. Using multiple pseudo seed
studies is more effectiveness then using a single seed study for
SDR [42]. For our collection, we also perform SDR with multiple
pseudo seed studies. We adopt the experimental settings of Wang
et al. [42] to evaluate the effectiveness of SDR when using multi-
ple pseudo seed studies. We adopt the same seed study grouping
strategy in which 20% of included studies are chosen using a sliding-
window approach. The groups are then combined by concatenating
their titles and abstracts to act as the input to the retrieval methods.
The effectiveness on each topic is then calculated using the average
effectiveness from all groups.

5.1.3 Seed studies. Using the seed studies in our collection, we
can now realistically investigate the effectiveness of SDR. This
experiment combines all the real seed studies by concatenating
their titles and abstracts, as used in the multiple pseudo seed study

3Topic #18 only has one included study. We disregard this topic in the evaluation
across all experiments.

experiments. The combined studies then act as an input for the
SDR method and all of the included studies are used for evaluation.

5.1.4 Retrieval Methods. Apart from the original SDR method pro-
posed by Lee and Sun [23], we also perform experiments using
several baselines: BM25, a query likelihood model (QLM), and a
word embedding-based model (AES). As in the previous SDR papers,
we used two pre-trained word embeddings for the AES method:
one trained on PubMed and Wikipedia and one trained on only
PubMed. Additionally, we also include fusion methods used in the
original paper to interpolate the SDR method with AES using the
same parameters in the original article (𝛼 = 0.3).

5.1.5 EvaluationMeasures. Weevaluate the different arrangements
of seed studies and methods with rank-based measures. We use the
same evaluation measures as in our reproducibility study [42]. In
addition to MAP, which measures the ranking effectiveness of the
entire list of studies, we also measure precision, recall, and nDCG at
different cut-offs — {10,100,1000}, and Last Relevant% (LR%), which
reports the percentage of studies that must be screened in order to
identify all included studies.

5.2 Results & Analysis
The results of using a single pseudo seed study, multiple pseudo
seed studies, and seed studies are shown in Table 3.

5.2.1 Single and multiple pseudo seed studies. For single pseudo
seed studies, the SDR method improves effectiveness for deep eval-
uation metrics (i.e., precision@{100,1000}, recall@{100,1000}, and
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nDCG@{100,1000}). SDR-BOW-AES-P is the most effective, apart
from shallow evaluation measures (i.e., precision @10, recall@10
and nDCG@10.). For shallow evaluation measures, QLM achieves
the highest effectiveness. Thismay be because theword embeddings
based measures help alleviate vocabulary mismatch, improving re-
call but at the expense of early precision.

For multiple pseudo seed studies, SDR is the most effective on all
evaluation measures except precision@1000, recall@1000, and LR%.
Although, it is interesting to observe that the fused method is not
able to achieve higher effectiveness than using a single retrieval
method alone. This may be due to the poor performance of the AES
method, and remains an interesting future challenge for automat-
ically determining when to apply fusion. Using multiple pseudo
seed studies is always more effective than single seed studies.

All the aforementioned results are in line with our previous
reproduction study Wang et al. [42], with the exception of the
finding here that result fusion did not increase effectiveness.

5.2.2 Comparison of pseudo-seed results and real-seed results. Fi-
nally, we found that using real seed studies verses multiple pseudo
seed studies dramatically impacts effectiveness. Firstly, even though
the effectiveness of using seed studies still outperforms the use of
a single pseudo seed study in some methods, the effectiveness of
seed studies is significantly worse than using multiple pseudo seed
studies. One possible explanation is that seed studies are not always
relevant to the systematic review topic (pseudo seed studies are
by definition). Using a non-relevant seed study could degrade the
quality of results. This effect is highlighted in Figure 4, where the
effectiveness of using all seed studies is closer to using a single
pseudo study than it is to using multiple pseudo seed studies.

Secondly, using multiple pseudo seed retrieval with the SDR
and SDR fused methods consistently outperforms other retrieval
methods. However, when using real seed studies, the QLM method
is most effective. Our explanation is that while the SDR method still
captures the semantic meaning of terms through term weighting,
one common use of seed studies in systematic review creation is
term extraction, which is better represented by methods like QLM.

In conclusion, pseudo seed studies are not representative of real
seed studies and this impacts seed-drive retrieval (SDR). That is
why it is important to have test collections with real seed studies
such as the one provided in this paper.

5.3 Overall Findings
From the SDR experiment, we found that:

• Using pseudo seed studies produces unrealistic results compared
to using seed studies (i.e., the results are higher than if one used
seed studies). This is likely a result of the fact that the pseudo seed
studies are an example of explicit relevance feedback, whereas
seed studies are more akin to pseudo relevance feedback.

• The choice of ranking models in this task (e.g., BM25, QLM, SDR,
AES) is dependent on the kind of seed studies used. This may
be due to how terms are weighted (i.e., relevant terms are likely
to appear in pseudo seed studies but are less likely to appear in
seed studies).
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Figure 4: Comparison between the different arrangements
of seed and pseudo-seed studies across the SDR methods. We
have chosen to show only MAP, but all evaluation measures
we chose showed the same trend.
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Figure 5: Comparison between nDCG@10 and nDCG@1000
for the results in Table 4.

6 RANKINGWITH SNOWBALLING
Our last demonstration of the use-cases of our collection is a new
technique that we have devised specifically for this paper: ranking
with snowballing, see 3 in Figure 1. Our collection provides two
snowballing sets for each topic. Using seed studies and the two
snowballing sets, we investigate the impact of snowballing when
using SDR. We investigate two use cases of snowballing within the
context of SDR:

(1) The effectiveness of SDR on a combined set of seed-snowballing
studies and retrieved studies.

(2) The effectiveness of SDR on the screened-snowballing set.

These two use cases demonstrate (1) the effectiveness of ranking
combined seed-snowballing and retrieved studies sets (i.e., integrat-
ing the seed-snowballing set into the retrieved studies and then
ranking); and (2) the effectiveness of ranking post-screening (i.e.,
simulating the ranking of the screened-snowballing set using the
screened retrieved studies as input).
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Method MAP P@10 P@100 P@1000 R@10 R@100 R@1000 nDCG@10 nDCG@100 nDCG@1000 LR%

se
ed
-s
no

w
ba
ll+

se
ar
ch BM25-BOW 0.0936† 0.0949† 0.0421† 0.0137 0.0943† 0.3372† 0.7767† 0.1175† 0.2074† 0.3469† 0.7389†

QLM-BOW 0.2672 0.2744 0.0813 0.0163 0.2453 0.5483 0.8612 0.3490 0.4269 0.5326 0.5236†

SDR-BOW 0.2663 0.2897 0.0815 0.0159 0.2592 0.5390 0.8529 0.3503 0.4212 0.5244 0.5672
AES-BOW 0.1886† 0.1949† 0.0690 0.0165 0.1815† 0.4619† 0.8595 0.2466† 0.3366† 0.4668† 0.5921
AES-BOW-P 0.1950† 0.2026† 0.0700 0.0162 0.1906† 0.4755 0.8530 0.2548† 0.3459† 0.4700† 0.5514
SDR-BOW-AES 0.2572 0.2513† 0.0787 0.0164 0.2297† 0.5210 0.8675 0.3271† 0.4136 0.5271 0.5521
SDR-BOW-AES-P 0.2546 0.2487† 0.0779 0.0164 0.2343 0.5224 0.8666 0.3266 0.4121 0.5245 0.5298

Table 4: Results of SDRmethods on our collectionwhen the seed-snowballing set and retrieved studies are combined. Denotations
are identical to those in the caption of Table 3.

Method MAP Prec Recall nDCG LR%
@100 @100 @100

sc
re
en
ed
-s
no

w
ba
ll BM25-BOW 0.0208† 0.0100 0.2045 0.0707† 0.4606†

QLM-BOW 0.1279 0.0212 0.3090 0.2104 0.3317
SDR-BOW 0.0921 0.0218 0.3055 0.1829 0.3514
AES-BOW 0.0474 0.0218 0.3167 0.1436 0.3412
AES-BOW-P 0.0602 0.0206 0.3111 0.1530 0.3329
SDR-BOW-AES 0.0898 0.0226 0.3199 0.1858 0.3257
SDR-BOW-AES-P 0.0871 0.0218 0.3149 0.1815 0.3214

Table 5: Results of SDRmethods on our collectionwhen using
the screened-snowballing set. Denotations are identical to
those in the caption of Table 3.
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Figure 6: Comparison between MAP and recall@100 for the
results in Table 5.

6.1 Methods & Experimental Setup
6.1.1 Combined seed-snowballing and retrieved studies ranking. In
Section 5 we investigated the effectiveness of SDR using different
arrangements of seed studies. We found that when real seed studies
are used, the QLM method outperforms the SDR method in almost
all evaluation measures. In this experiment, we investigate if simi-
lar results arise when the seed-snowballing set is combined with
retrieved studies. As the first experiment, we used the same experi-
mental setting as in Section 5.1.3. We first combine the retrieved
studies and the seed-snowballing set. Next, we concatenate titles

and abstracts of seed studies as input to the ranking methods. We
report the same evaluation measures as described in Section 5.1.5.

6.1.2 Screened snowballing document ranking. As the second ex-
periment, we simulate the process of screening prioritisation for
the screened-snowballing set. Included studies in the retrieved set
plus the seed studies are used as input for SDR. Given the difference
in performance of the two sets of studies (i.e., retrieved included
studies and seed studies), one could consider different term weight-
ing functions depending on the study. However, we leave such
investigation for future work. We perform our evaluation on the
included studies that did not appear in the retrieved set of studies.
This means that the results for this experiment are not comparable
to the results of the other screening prioritisation experiments that
appear earlier in this paper. We report a subset of the evaluation
measures as described in Section 5.1.5.

6.2 Results & Analysis
6.2.1 Combined seed-snowballing and retrieved studies ranking. Re-
sults for this experiment are shown in Table 4. The most effective
methods are QLM and SDR, with SDR more effectiveness on shal-
low measures and more effectiveness on deeper measures. These
results are highlighted further in Figure 5. When comparing these
combined results with the seed studies result from Table 3, we
found that all methods can achieve higher recall{@100,@1000} and
LR%, which suggests that adding the seed snowballing set can sig-
nificantly increase the number of relevant studies retrieved.

Despite the fact that there are more studies overall when combin-
ing the seed-snowballing set with retrieved studies, it is worth it in
terms of the overall improvement in effectiveness. In practise, it is
beneficial to combine the results of seed-snowballing with retrieved
studies for screening prioritisation.

6.2.2 Screened snowballing document ranking. Results for this ex-
periment are shown in Table 5. The two best performing methods
here were QLM and the AES methods. QLM is the most effective
for MAP and nDCG@100. Meanwhile, fusion methods are the most
effective for precision@100, recall@100, and LR%. These results
are highlighted in Figure 6. These findings demonstrate that QLM
is effective for the SDR task when ranking screened-snowballing
studies.
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6.3 Overall Findings
From the ranking with snowballing experiments, we found that:
• Combining the seed-snowballing set and retrieved studies is
beneficial for SDR.

• QLM and AES are best for screened-snowballing document rank-
ing. However, there is room for future work in determining the
optimal combination of studies to use for SDR.

7 CONCLUSION
We present a new test collection to properly evaluate systematic
review literature search methods which uses seed studies. Along
with the test collection, we provided a detailed analysis of this
resource. Firstly, we found that only a small portion of seed studies
are in effect included in a systematic review. This is because not
all seed studies provided to an information specialist satisfy the
inclusion criteria for the systematic review: some seed studies are
provided for a broad understanding of the topic of the review. Thus,
the use of pseudo seed studies drawn from the included studies
does not resemble all the properties of actual seed studies used in
practice. Secondly, we also investigated the impact of seed studies
by reproducing two existing methods that use seed studies [23, 36],
but that were only evaluated using pseudo seed studies (a sample
from the included studies). Our experiments show that using pseudo
seed studies overestimates the effectiveness of these methods.

The test collection also enables an investigation of the difference
between snowballing seed studies and screened studies. Here, we
found that ranking a combined lists of studies from seed-snowballing
documents and searched candidate documents may further boost
the effectiveness of ranking models for the task of screening priori-
tisation.

The test collection makes two important contributions:
(1) it enables a considerablymore realistic evaluation ofmethods

that use seed studies, and now one can use all included
studies for relevance assessments, instead of requiring a
held-out portion as pseudo seed studies; and

(2) it provides realistic data to develop or train new methods
that use seed studies.

Seed studies are vital for effective query formulation for informa-
tion specialists and are commonly used. Despite this, many existing
Information Retrieval test collections for systematic review liter-
ature search do not contain seed studies. Our test collection will
promote the development and realistic evaluation of methods that
seed studies can be used to improve systematic review literature
search. This includes methods we already explored in this paper
like screening prioritisation [23, 42] and query formulation [36],
and some we leave for future works such as active learning [10] or
MeSH term suggestion [41]. Such methods can have considerable
real-world impacts, as systematic reviews are highly time consum-
ing and costly. Cheaper and faster systematic reviews can have
dramatic implications for patient outcomes and institutional policy
decisions that affect the health decisions of entire countries.
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